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Abstract: The novel coronavirus (COVID-19) spread quickly from person to

person. One of the basic aspects of country management has been to prevent the

spread of this disease. Therefore, its prediction is very important. In such matters,

the estimation of new cases and new deaths of COVID-19 has been widely consid-

ered by researchers. The new cases and new deaths of COVID-19 affect each other.

For this reason, the autoregressive (AR) model doesn’t provide the necessary effi-

ciency, and vector autoregressive (VAR) models are used instead. Data were taken

from the World Health Organization (WHO) from March 2020 until March 2023

in Iran. VAR models are usually considered with Gaussian shocks. However, in

this study, the shocks (noises) have an asymmetric distribution, which has not

been considered in previous research. In this article, we estimate the parameters

of the VAR model of order 1 with the multivariate skew normal (MSN) distribu-

tion for the asymmetric shocks using the expectation conditional maximization

(ECM) algorithm. We then apply the proposed model to the weekly data of the

new cases and new deaths of COVID-19. We show that the Akaike Information

Criterion (AIC) and the Bayesian Information Criterion (BIC) in the proposed

model with the MSN distribution for shocks are lower than those in the model

with the multivariate normal (MN) distribution for shocks. We predict the new

cases and new deaths for four weeks and calculate the RMSE and MAPE of this

model.
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1. Introduction

The coronavirus was first detected in Wuhan, China, on December 19, 2019, and

spread from bats to humans (Jahangir and Muheem , 2020). The World Health

Organization (WHO) later declared this disease a pandemic (Arfan and et al. ,

2021). The coronavirus spread significantly with new strains worldwide. Although

restrictions were applied to control it, predicting infected patients, deaths, and

recoveries remains very important. The emergence of new virus strains indicates

that this disease is always with us, and its pandemic represents an unprecedented

event in global health. Therefore, modeling has become important for related

variables in this disease, and time series modeling has been applied. According

to WHO guidelines, new deaths refer to the number of people who died with

COVID-19, while new cases refer to the number of people who were infected with

COVID-19 and tested positive.

Box and Jenkins (1970) introduced classical time series models, but due to

the influence of many factors on the main variable, these classical models are

often not used. Tsay (2002), Lütkepohl (2005), and Kilian and Lütkepohl (2017)

discussed vector time series models, with one of the most important being the

vector autoregressive model. A lot of research has been conducted in predicting

COVID-19, with varying results based on the models and data used.

Time series analysis and forecasting of COVID-19 in India using genetic pro-

gramming were discussed by Salgotra and et al. (2020). They utilized genetic

programming (GP), an enhanced version of the genetic algorithm (GA), in which

new solutions are generated as computer-based programs rather than simple bi-

nary strings. Two major time series, including confirmed cases (CC) and death

count (DC), were analyzed to predict the possible impact of COVID-19. Adiga

and et al. (2020) presented mathematical models for COVID-19 and showed that

these models differ in their use and mathematical form. Modeling and forecasting

the spread and death rate of coronavirus globally using ARMA models based on

two-piece scale mixtures of the normal distribution for errors were discussed by

Maleki and et al. (2020). Sahai and et al. (2020) presented the ARIMA model

for forecasting the epidemic spread in five countries. Talkhi and et al. (2021)

applied nine models, including Hybrid, NNETAR, ARIMA, Holt-Winter, etc., to

find the best model for forecasting the number of confirmed and death cases in

Iran. Petropoulos and et al. (2022) forecasted the confirmed cases and deaths of

COVID-19 using a simple time series model.

Busari and Sasmon (2022) compared forecasts of new COVID-19 cases us-

ing regression, ARIMA, and machine learning models in Nigeria. The results

revealed that, in terms of forecasting performance, the inverse regression model

outperformed other regression methods, and ARIMA (4,1,4) outperformed other
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ARIMA models. Abonazel and Darwish (2022) predicted recovered cases and

the number of deaths in Egypt after virus mutation using the ARIMA model.

Ebrahimoghli and et al. (2023) conducted interrupted time series analysis using

a generalized least squares regression model to estimate excess mortality after the

COVID-19 pandemic. Awajan and et al. (2024) discussed the enhanced hybrid

empirical mode decomposition with the autoregressive integrated moving average

method, applying it to forecast daily new COVID-19 reported cases in Jordan.

Khan and et al. (2020) forecasted new cases, new deaths, and recoveries of

COVID-19 using the VAR model in Pakistan. Sujath and et al. (2020) presented

a model for predicting COVID-19 based on the number of recoveries and deaths

in India using machine learning and the VAR model. Nguyen and et al. (2021)

developed a multivariate time series model based on local infection incidence,

showing that the VECM model had very good 7-day-ahead forecast performance

and outperformed the traditional ARIMA model for COVID-19. Meimela and et

al. (2021) used a vector autoregressive integrated moving average (VARIMA)

model for the new cases and new deaths due to COVID-19 in Indonesia. Rajab

and et al. (2022) proposed an approach to forecasting the spread of the pandemic

based on the vector autoregressive model and applied it to forecast the number of

new cases and deaths in the UAE, Saudi Arabia, and Kuwait.

The number of new cases and deaths in COVID-19 are related (Rajab et al.

2022). As described above, it is crucial to model the relationship between these

variables using the vector autoregressive (VAR) model in multivariate time se-

ries. Usually, the multivariate normal distribution is used for the shocks in VAR

models. However, in economic, financial, and medical problems, factors can cause

skewness (asymmetry) in shocks, leading to non-symmetric distributions. In such

cases, the normal distribution is not suitable for shocks, posing a significant mod-

eling challenge. For this reason, the multivariate skew distribution should be used

for shocks, which has not been considered in previous research. The family of mul-

tivariate skew distributions is large and complex, making it challenging to work

with. Therefore, this article considers the VAR model of order one with the mul-

tivariate skew normal (MSN) distribution for shocks. Our aim is to estimate the

parameters of the VAR(1) model for the weekly number of new cases and new

deaths of COVID-19 in Iran, assuming that shocks are asymmetric. The parame-

ters of this model will be estimated using the MSN distribution for shocks, and the

datasets will be forecasted. We will demonstrate that the proposed model is more

suitable than the VAR model with the multivariate normal distribution for shocks.

Our goal is to introduce a model that can be used for forecasting COVID-19 when

shocks are asymmetric.

The paper is organized as follows: In Section 2, we review the vector autore-
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gressive model and the estimation of parameters with the multivariate skew normal

distribution for shocks using the expectation conditional maximization (ECM) al-

gorithm. In Section 3, we consider the number of new cases and new deaths of

COVID-19 in Iran, fit the proposed model to the data, evaluate the fitted model,

and forecast the data. In Section 4, we present the conclusion.

2. Methods

In this section, we review the vector autoregressive model of order p, as described

by Lütkepohl (2005):

V AR(p) : Yt = A1Yt−1 +A2Yt−2 + · · ·+APYt−p + Et (2.1)

yt =


y1t

y2t

...

ykt

 , Ai =


a11,i · · · a1k,i

... · · ·
...

ak1,i · · · akk,i

 , Et =


E1t
...

Ekt

 , i = 1, 2, · · · , p

where Et is typically assumed to follow a multivariate normal (MN) distribution

with a nonsingular covariance matrix Σ. Lütkepohl (2005) discussed the maximum

likelihood (ML) estimator of the parameters under the MN distribution for the

shocks. In this paper, we consider VAR(1), and the log-likelihood function in

VAR(1) with Et ∼MN(o,Σ) is defined below:

` (Θ|y) = Ln L (Θ|y) ∝ −T
2
Ln|Σ| − 1

2

T∑
t=1

(Yt −A1Yt−1)
′
Σ−1 (Yt −A1Yt−1)(2.2)

where Θ = (A1,Σ). The ML estimators of the parameters are obtained by setting

the first-order partial derivatives to zero.

∂`(Θ|y)

∂A1
= o ,

∂`(Θ|y)

∂Σ
= 0

Sometimes, real-world shocks exhibit skewness, necessitating the use of asymmetric

distributions. Since the family of multivariate skew distributions is extensive,

we consider the multivariate skew normal (MSN) distribution for the shocks and

denote Et ∼MSN(0,Σ,S), where 0 is the location vector,Σ is the scatter matrix

( scale parameter), and S is the diagonal matrix (skew parameter). Its density

function is given by:

f(Et) = 2kφk(o,Ω)Φ(S′Ω−1Et; o,∆) (2.3)
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where Ω = Σ+SS′ , ∆ = (I+S′Σ−1S)−1 = I−S′Ω−1S , S = diag(s1, s2, · · · , sk)

and φk(., .)) denotes density function of multivariate normal, and Φ(., .) denotes the

standard cumulative distribution function (Gupta and Chang (2002); Sahu and

et al. (2003); Tsung (2009)). If S is a zero matrix, then Et has the multivariate

normal distribution. log-likelihood function using T independent observation is:

`(A1, · · · , Ap,Ω, S) = kT Ln2π +

T∑
t=1

φk(Yt −A1Yt−1; Ω)

+

T∑
t=1

LnΦ(S′Ω−1(Yt −A1Yt−1)) (2.4)

To find the maximum likelihood estimation for the parameters, derivatives of (2.4)

are needed, which do not have closed forms. Therefore, they must be approximated

by numerical methods. The ML estimators of the parameters are obtained using

the Expectation Conditional Maximization (ECM) algorithm. Based on the hi-

erarchical form of the multivariate skew normal distribution (Arellano-valle and

Genton (2005); Tsung (2009)), we have:

Et|Ht = ht ∼MNk(Sht,Σ)

Ht ∼ TNk(o, I) I(<k
+)

Ht|Et ∼ TNk(S′Ω−1Et; ∆,<k
+), <k

+ = (0,+∞)

where Ht has a truncated normal (TN) distribution. The logarithm of the condi-

tional likelihood function in the V AR(1) model can be written as:

Ln L(Θ|E , H) = `(Θ|E , H)

∝ −T
2
Ln|Σ| − 1

2

T∑
t=1

(Et − Sht)′Σ−1(Et − Sht)−
1

2

T∑
t=1

h′tht

∝ −1

2

T∑
t=1

(Yt −A1Yt−1 − Sht)′Σ−1(Yt −A1Yt−1 − Sht)

− T

2
Ln|Σ| − 1

2

T∑
t=1

h′tht (2.5)

where Θ = (A1,Σ, S).

The expectation of the logarithm of the conditional likelihood is denoted by

Q
(
Θ| Θ̂

)
= E (` (Θ|y)) ≡ E (` (Θ|E)), and the steps for the maximizingQ

(
Θ| Θ̂

)
are as below:

• Step One: Assuming no skewness, estimate the initial values for the coeffi-

cients and scale parameters.
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• Step Two: Estimate the coefficients of the model:

Â1
(k+1)

= [

T∑
t=1

(
Yt − Ŝ(k)Ê (Ht|Et)(k)

)
Y ′t−1][

T∑
t=1

Yt−1Y ′t−1] (2.6)

where:

h
(k)
t |Et ∼ TN

(
Ŝ

(k)
Ω̂

(k)
Et, ∆̂

(k)
)

Ω̂
(k)

= Σ̂
(k)

+

(
Ŝ

(k)
)(

Ŝ
(k)
)′

∆̂
(k)

= I −
(
Ŝ

(k)
)′(

Ω̂
(k)
)−1

Ŝ
(k)

• Step three: Estimating of the skew parameter

Ŝ(k+1) = diag

[ T∑
t=1

(
Yt − Â

(k)
1 Yt−1

)(
Ê (Ht|Et)(k)

)′][ T∑
t=1

Ê
(
HtH

′
t|Et
)(k)]−1

(2.7)

• Step four: Estimating of the scale parameter

Σ̂
(k+1)

=
1

T

[
T∑

t=1

(
Yt − Â(k)

1 Yt−1
)(
Yt − Â(k)

1 Yt−1
)′

−
T∑

t=1

(
Yt − Â(k)

1 Yt−1
)(

Ê′ (Ht|Et)(k)
)
Ŝ′

(k)

−

(
T∑

t=1

(
Yt − Â(k)

1 Yt−1
)
Ê (Ht|Et)(k) Ŝ′

(k)
)′

+

T∑
t=1

Ŝ
(k)
Ê (HtH

′
t|Et)

(k)
Ŝ′

(k)
]

(2.8)

• Step five: Repeat steps 2 to 5 until the convergence condition of the algorithm

is established, i.e.: ∣∣∣∣∣∣∣∣
`

(
Θ̂

(k+1)
|y
)

`

(
Θ̂

(k)
|y
) − 1

∣∣∣∣∣∣∣∣ ≤ E

3. Data and Results

In this paper, we considered the data of new cases and new deaths in COVID-19.

It appears that new cases and new deaths are related in COVID-19 (Rajab and et



VAR model for the new cases and the new deaths of COVID-19 in Iran 85

al. , 2022). The weekly data on new cases and new deaths were obtained from the

World Health Organization (WHO), https://www.who.int/countries/iran. The

selected period in this study is from 21 March 2020 to 31 March 2023 (146 weeks).

The plots of the time series of new cases and new deaths for these data are shown

in Figure 1, using R software. Based on this figure and Table 1, it is known that

the fourth week in August had the maximum new cases and new deaths, with

numbers 344,228 and 6,341, respectively.

Table 1: The variable descriptive statistics

Variable Min Max Median Standard deviation

The new cases 289 344228 22311 6541.69

The new deaths 7 6341 625.5 1096.066

Table 2 shows the estimation of the parameters in the first-order vector au-

toregressive model with MN distribution for shocks.

Table 2: The estimated parameters of VAR(1) with MN distribution for shocks

(signif.* 0.05)

Estimate std.error t value pr

â11 1.017133915 0.05360655 18.97406 6.893762e-41 ∗
â12 -4.8086139 3.02479973 -1.58973 1.141042e-01

â21 0.002954897 0.0008693051 3.399148 8.761237e-04 ∗
â22 0.8036608 0.0490513485 16.384070 1.254416e-34 ∗

The plots of the fit and the residuals for new cases and new deaths with ACF

plots are shown in Figure 2.

The stationary condition of the VAR process is |I−A1x| 6= 0 for |x| ≥ 1. Thus,

all the eigenvalues of matrix A1 have modulus less than 1 (Lütkepohl, 2005).

The eigenvalues of A1 in VAR(1) are z1 = 0.9103973 + 0.0530684i and z2 =

0.9103973 − 0.0530684i, and the modulus of both is |z1| = |z2| = 0.83147, which

is less than 1, indicating stationarity. The Mardia measures of the multivariate

skewness and kurtosis for shocks are computed ((Mardia , 1974), (Balakrishnan

and Scarpa , 2012)). The Mardia’s multivariate skewness statistic is 5.2927 with

a zero p-value, indicating skewness in the shocks. The kurtosis statistic is 28.261

with a 0.96 p-value, showing no kurtosis in the shocks. Therefore, we estimate

the parameters of the VAR(1) model with the MSN distribution for the shocks in

Table 3.

According to the Akaike information criterion, defined as AIC = 2k−2`(Θ̂|Y )

(Akaike , 1974), and the Bayesian information criterion,defined asBIC = k log(n)−
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Figure 1: Time series plots of the new cases in and the new deaths,respectively.
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Figure 2: The plots of the fit and the residuals for the new cases and for the new

deaths,respectively.
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Table 3: The estimated parameters of VAR(1) with MN and MSN distribution for

shocks
Estimation Et ∼MN2 Et ∼MSN2

â11 1.017133915 1.000891335

â12 -4.8086139 -7.3870142

â21 0.002954897 0.002818799

â22 0.8036608 0.7820562

ŝ1 - 4651.33417

ŝ1 - 38.94252

σ̂11 728996760 697742157

σ̂22 194431.9 192267.2

σ̂12 8087314.9 7827069.2

2`(Θ̂|Y ) (Schwarz , 1978), as well as the log-likelihood for comparing the VAR(1)

model with the assumptions of the MN and MSN distributions for the shocks in

Table 2, the model with the MSN distribution for the shocks is more appropriate

than the model with the MN distribution for the shocks.

Table 4: The AIC, BIC and Log-likelihood of models

distributions AIC BIC -LogLike

Et ∼MN2 5467.122 5473.075 2731.561

Et ∼MSN2 4951.271 4957.224 2473.635

The first-order vector autoregressive model was fitted with the assumption of

the multivariate skew normal (MSN) distribution for the shocks, and the fitted

model can be written as below:

y1t = 1.000891335y1,t−1 − 7.3870142y2,t−1 + ε1t

y2t = 0.002818799y2,t−1 + 0.7820562y2,t−1 + ε2t (3.9)

Here y1 and y2 represent the new cases and new deaths of COVID-19, respectively.

Forecasting is one of the main objectives of multivariate time series analysis. In

the context of VAR models, forecasts that minimize the mean square errors (MSE)

are the most widely used (Lütkepohl, 2005). The h-step predictor of the VAR(p)

model is:

Et (Yt+h) = E ((A1Yt+h−1 +A2Yt+h−2 + · · ·+ApYt+h−p + Et+h) | {Ys|s ≤ t})

= A1Et (Yt+h−1) +A2Et (Yt+h−2) + · · ·+ApEt (Yt+h−p) + Et (Et+h)(3.10)

The four-week predictor results of the new cases and new deaths in March 2023

are presented in Figures 3 and 4, respectively.
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Figure 3: The time series plots of the actual new cases with green points and the predicted

cases with red points.

Figure 4: The time series plots of the actual new deaths with yellow points and the predicted

deaths with red points.
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The values of root mean square prediction error (RMSPE) and mean absolute

prediction error (MAPE) are shown in Table 3.

RMSPE =

√∑n
t=1 (Yt − Pt)

2

n
, MAPE =

1

n

n∑
t=1

|Yt − Pt

Yt
|

Where Yt is the actual value, and Pt is the predicted value (Chang and et al ,

2007) According to the MAPE for forecasting in Table 3, the MAPE of the VAR

Table 5: The RMSE and MAPE in VAR(1) model

Variable RMSE MAPE

New cases 1464.096 0.3163272

New deaths 47.30935 0.1428171

model with MSN for the shocks is between 10% to 50%, indicating that this model

has reasonable forecasting ability (Chang and et al , 2007).

4. Conclusion

In this paper, we estimated the model for the new cases and new deaths from

COVID-19 in Iran using multivariate time series analysis. Mardia’s multivariate

skewness statistic was 5.29 with a zero p-value, indicating that the shocks did

not follow a Gaussian distribution in this context. Therefore, we considered the

first-order vector autoregressive (VAR) model with the multivariate skew normal

(MSN) distribution for the shocks and used the maximum likelihood method to es-

timate the model parameters. Since closed forms were not obtained for parameter

estimation, we used the ECM algorithm method.

We compared the results of the VAR(1) model with the MN and MSN distri-

butions for the shocks and showed that the VAR model with the MSN distribution

assumption is more appropriate, with AIC = 4951.271 and BIC = 4957.224. This

model can be used to predict new cases and new deaths. We then predicted the

new cases and new deaths for four weeks and obtained the RMSE and MAPE

for this model. The MAPE values were 0.316 and 0.143, respectively, suggesting

that the proposed model can be useful for forecasting COVID-19 trends, aiding

policymakers in the health sector, as new strains of COVID-19 continue to spread,

and healthcare efforts must be maintained.

Future research could explore VAR models of order p > 1 and other models,

such as Lasso VAR with MSN or other asymmetric distributions for shocks. The

proposed approach has great potential to be a valuable tool in addressing problems

in medicine and economics.
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